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How to achieve generalizable learning IMU odometry across different robotic platforms? Qualitative Analysis of Our Proposed TartanIMU Compared to Other Specialized IMU Models 


Stage 1 : Pre-trained IMU Model 

Limitations of Existing Work:
� Rely on double integration, leading to drift�
� Often locomotion- or device-specific; fail 

to generalize out-of-distribution�
� Struggle to adapt to new motion 

platforms�
� Generalization on IMU data remains 

largely unexplored.

Contribution:
� IMU Foundation Model: 

� Efficient Fine-tuning: 

� Online Adaptation: 

scalable, cross-
platform motion estimation with a shared 
backbone�

LoRA-enabled rapid 
adaptation to new platforms�

dynamic motion pattern 
selection for real-time training.

Gyroscope in body frame: 

Acceleration in body frame: 

Body Velocity Prediction: 

Loss Function: 

Covariance Function: 

LORA Adapter Network: 

Gaussian Mixture Model: 

Three Learning Stages of Tartan IMU 
a) Pre-trained IMU Model: features a shared backbone to capture generalizable IMU knowledge.

b) Efficient Fine-Tuning: utilizes an adapter to enable positive transfer for new tasks. 

c) Online Adaptation: employs an adaptive memory buffer to support on-the-fly model updates 
during deployment.

t-SNE Visualization of TartanIMU: Trained on 100+ hours of IMU data from ground vehicles, 
drones, legged robots, and humans, our foundation model embeds IMU signals into a unified high-
dimensional space, capturing generalizable motion patterns.

Stage 2 : Fine-tune for Unseen Environments

Fine-tuning Comparison between Ours and SOTA Accuracy Comparison of Model Trained 
w/ Data from Single vs. All-robots

Performance of Online Adaptation on Memory Buffer

Notations

Stage 3 : Online Adaptation

Future Work & Limitation

� Support more arbitrary robotic platforms (Mixture 

of Expert Model�
� Integrate sim dataset for more generalizable mode�
� GMM not working well for complex motion pattern


